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“Are there other security models?”
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Abstract

Efficient Secure Multiparty Computation with Identifiable Abort

Carsten Baum!*, Emmanuela Orsini? T, and Peter Scholl?

! Department of Computer Science, Aarhus University
cbaun@cs. au. dk
“ Department of Computer Science, University of Bristal
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Abstract. We study secure multiparty computation 'MPC) in the dishonest majority
setting providing security with [dentifiable abort, where if the protocol zborts, the
honest parties can agree upon the identity of a corrupt party. All known constructions
that achieve this notion require expensive zero-knowledge techniques to obtain active
sacurity, so are not practical.

In this work, we present the first efficient MPC protocol with identifiable abort. Our
protocol has an information-theoretic online phase with message complexity O(n?) for
each secure multiplication (where n is the number of parties), similar to the BDOZ
protocol (Bendlin et al., Eurocrypt 2011), and a factor in the securily parameter lower
than the identifiable abort protocol of Ishai et al. {Crypto 2014). A key component of our
protocol is a linearly homomerphic information theoretic signature scheme, for which
we provide the first definitions and construction based on a previcus non-homomorphic
scheme. We then show how to implement the preprocessing for cur protocol using
somewhat homomorphic encryption, similarly to the SPDZ protocol [Damgard et al.,
Cruvnto 2012) and other recent works with anplicable efficiency improvements.
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Guaranteed Output in O(y/n) Rounds
for Round-Robin Sampling Protocols

+

Complete Fairness in Secure Two-Party Computation

S.

Dov Gorpon®  Canmrr Hazay!  Jovaruan Karz!  Yenupa LINDELL!

Abslract

Tn rhe setting of secure two-party eompntation, two mntually distrusting parties wish to
cojupule sowee [unclion ol (heir npuls while preserviog, Lo Lhe extenl possible, various securily
propertics such as privacy, correcthness, and mere. One desirable property is jasress which
guarantees, informally, that of one party receives irs ontpit, then the other party does toa.
Cleve [STOC 1986] showed that complele [aimess cannol be acldeved & genera! withoul an
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YOSO: You Only Speak Once
Secure MPC with Stateless Ephemeral Roles
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Abstract. The inherent diffieulty of maintaining stateful environments
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“combine GMW and GC?”

ABY — A Framework for Efficient
Mixed-Protocol Secure Two-Party Computation

Daniel Demmler, Thomas Schneider, Michael Zohner
Engineering Cryptographic Protocols Group
Technische Universitit Darmstadt, Germany

{daniel.demmler,thomas.schneider,michael.zohner } @ ec-spride.de

Abstract—Secure computation enables mutually distrusting
parties to jointly evaluate a function on their private inputs
without revealing anything but the function’s output. Generic
secure computation protocols in the semi-honest model have been
studied extensively and several best practices have evolved.

In this work, we design and implement a mixed-protocol frame-
work, called ABY, that efficiently combines secure computation
schemes based on Arithmetic sharing, Boolean sharing, and
Yao's garbled circuits and that makes available best practice
solutions in secure two-party computation. Our framework allows
to pre-compute almost all cryptographic operations and provides
novel, highly efficient conversions between secure computation
schemes based on pre-computed oblivious transfer extensions,
ABY supports several standard operations and we perform
benchmarks on a local network and in a public intercontinental
cloud. From our benchmarks we deduce new insights on the
efficient design of secure computation protocols, most prominently
that oblivious transfer-based multiplications are much more
efficient than multiplications based on homomorphic encryption.
We use ABY to construct mixed-protocols for three example
applications — private set intersection, biometric matching, and
modular exponentiation - and show that they are more efficient

than using a single protocol.

Keywords—secure two-party computation; mixed-protocols; ef-
ficient protocol design

[. INTRODUCTION

Secure computation has come a long way from the first
theoretical feasibility results in the eighties [34], [74]. Ever
since, several secure computation schemes have been introduced
and repeatedly optimized, yielding a large variety of different
secure computation protocols and flavors for several functions
and deployment scenarios. This variety, however, has made
the development of efficient secure computation protocols
a challenging task for non-experts, who want to choose an
efficient protocol for their specific functionality and available
resources. Furthermore, since at this point it is unclear which
protocol is advantageous in which situation, a developer would
first need to prototype each scheme for his specific requirements
before he can start implementing the chosen scheme. This

Permission to freely reproduce all or part of this paper for noncommercial
purposes is granted provided that copies bear this notice and the full citation
on the first page. Reproduction for commercial purposes is strictly prohibited
without the prior written consent of the Internet Society, the first-named author
(for reproduction of an entire paper only), and the author’s employer if the
paper was prepared within the scope of employment,

NDSS "15, 8-11 February 2015, San Diego, CA, USA

Copyright 2015 Internet Society, ISBN 1-891562-38-X

task becomes even more tedious, time-consuming, and error-
prone, since each secure computation protocol has its own
representation in which a functionality has to be described, e.g.,
Arithmetic vs. Boolean circuits.

The development of efficient secure computation proto-
cols for a particular function and deployment scenario has
recently been addressed by IARPA in a request for informa-
tion (RFI) [40]. Part of the vision that is given in this RFI
is the automated generation of secure computation protocols
that perform well for novel applications and that can be used
by a non-expert in secure computation. Several tools, e.g., [8],
[13], [24], [36]), [48], [53], [68], [75], have started to bring this
vision towards reality by introducing an abstract language that
is compiled into a protocol representation, thereby relieving
a developer from having to specify the functionality in the
protocol’s (often complex) underlying representation. These
languages and compilers, however, are often tailored to one
particular secure computation protocol and translate programs
directly into the protocol’s representation. The efficiency of
protocols that are generated by these compilers is hence
bounded by the possibility to efficiently represent the function
in the particular representation, e.g., multiplication of two £-bit
numbers has a very large Boolean circuit representation of size

O(£).

To overcome the dependence on an efficient function
representation and to improve efficiency, several works proposed
to mix secure computation protocols based on homomorphic
encryption with Yao's garbled circuits protocol, e.g., [3],
[10], [14], [31], [39], [46], [59], [60], [71]. The general idea
behind such mixed-protocols is to evaluate operations that
have an efficient representation as an Arithmetic circuit (i.e.,
additions and multiplications) using homomorphic encryption
and operations that have an efficient representation as a Boolean
circuit (e.g., comparisons) using Yao's garbled circuits. These
previous works show that using a mixed-protocol approach
can result in better performance than using only a single
protocol. Several tools have been developed for designing
mixed-protocols, e.g., [11], [12], [35], [72], which allow the
developer to specify the functionality and the assignment of
operations to secure computation protocols. The assignment can
even be done automatically as shown recently in [44]. However,
since the conversion costs between homomorphic encryption
and Yao's garbled circuits protocol are relatively expensive and
the performance of homomorphic encryption scales very poorly
with increasing security parameter, these mixed-protocols
achieve only relatively small run-time improvements over using



“how many rounds are needed?”

Round-Optimal Black-Box MPC
in the Plain Model

Yuval Ishai* Dakshize Khurana! Amit Sahai Akshayaram Srinivasan®

Abstract

We give the first construction of a fully black box round-optimal securs multiparty com
putation (MPC) protocol in the plain model. Our protoccl makes black-box use of a sub-
exponentially secure two-message statistical sender private oblivious transfer (SSP-COT), which
in turn can be based on (sub-exponential variants of | almost all of the standard eryptographic
assumptions known to imply public-key cryptography.

1 Introduction

The exact round complexity of secure computation has been a focus of research in cryptography over
the past two decades. This has been especially well-studied in the synchronous setting in the plain
model, withi up Lo all-but-one static malicious corruplions. It is known (hal general-purpose secure
multiparty computation (MPC) protocols in this setting admitting a black-bor simulator require at
least 4 rounds of simultaneous exchange [GK96b| KO0, CMPPIG]EI In this work we focus on MPC
with black-box simulation. Orn the positive side, there has been a long sequence of works GMPP16,
BHP17/|ACIH T, KS17,|[BGIT17, BGJT18 |CCGT20] improving the ronnd complexity, enlminating in
a round-optimal construction that relies on the minimal assumption that a 4-round malicious-secure

OT protocal exists [CCG ' 20].

Black-Box Use of Cryptography. Notably, all MPC protocols discussed above make non-black-
box use of cryptography, which is typically associated with signif.cant overheads in efficiency. It
is interesting, from both a thecretical and a practicel perspective, to realize fully black-boz proto-
cols |RTV04| where not cnly docs the simulator make black-box use of an adversary, but alsc the
construction itself can be fully specified given just oracle access to the input-output relation of the
underlying cryptagraphic primitives, and without being given any explicit representation of these
primitives. In the following, we refer to this standard notion cf fully black-box protoccls as simply
black-box protocols. The focus of this work is on the following natural question:

What is the round complexity of black-box MPC in the plain model?

*Technion. Emeil: yuvali@cs.technion.ac.il

'UIUC. Email: dakshita@illinois.edn

YUCLA. Email: sabai@cs.ucla.edu

Tata Institute of Fundamentsl Research. Email: akshayaram.srinivasan@tifr.res.in

13v simultaneous message exchange we mean that in each round. every party can send a message over a broadcast



“malicious garbled circuits?”

Global-Scale Secure Multiparty Computation

Xiao Wang Samnel Ranelluce: Jonathan Katz
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Abstract

We propese & now, constant-round protocal for multi-parsy computation of boolcan circuizs that is
secire againdt an asbitrery numhber o7 maliciou: corriptions. At a high level, we extend and generalize
revenl work of Wang el al. o (he twoepauty sellay wod design an oflicient preprocessing, phase Lhat
allows the parties w0 generate authenticated nformation; we then show how to use this afurmation to
distrbutively construct a single “auchenticated” garblod dreuit that is eveluated Ly one party.

Our resulting protozal improves upon the state-of-the-ert both asymptctically and concretzly. We
validate these clams vie several experiments demonstrating hoth the efficzency and conlabdety of onr
protocal:

¢ Efficiency: For three-pasty eomprnation over a LAN. aur protocal reguires anly 9% ma to evaluate

AES. Ths s mongkly a 700% improverent over the hest prins wark . and only 2.5 % slower than the

best known result in the fwo-pary setiing,

In gencral, Zor e parties cur protoco] b oroves upen pror work (widch was never inplemented) by

a factor of more Cien 2300, ey, an improveme st of 5 orcers ol wagoit cde for Separty compulation.
« Scalability: We suocessbully executed our protoco. with a large number of parties loceted all over

the world, ccmputing (for exenple) AES with 128 Darties across 5 conlinenls o under 5 minuies.

Qur work represents Jhe largest-rseule demonstravion of secure compuiation to date,

1 Imtroduction

Secwe multi-party computation (MPC) allows a set of parties to jointly perform a distributed computation
while crsuring correctness, orivacy of the partics” inputs, and more. MPC protoeols eon be elessified in
var:ous ways depending on the native computations they suppors snd the class of adverssrial behavior
they toleraze. With regard to the first of these, protocols are typically designed to compute either hoolean
circnits or arithmetic cirenits over a large field. Although these maedels are equivalent in terms of their
expressive power, anthmetic circuils for many natural computational tasss [ex., comperisons, divisions,
biz wisc operations, ote.) can be much larger thon the corrcsponding boolean eireuit for the same task. as
well as more cumbersome Lo desigo,

With regard to saourity, same pratacals tolerate only semi-honest adversaries that are assumed to follow
the prescribed pro.ocol but (then Lry Lo learn addi Gonal iulormation rom the (ranserpl ol e execulion, In
contrast, the stronger malicious mocel coes not make eny assumptions asout the behavior of the corrupted
parties., Finally, some protocol: are only secure for scme threshold of corrupted parties, The standard
vplions here are secuntly assumung an bonest magoriy (e, 85 long as stoclly fewer than 1,2 of e parbes
are cormpred). ar ssenrity for any number of corraptions (30, even if anly of the parties i3 hanest).

In this wors we focus on MPU pretocos tolerating any number of malicious corruptions. Mest existing
implementations of MPC protocols in this adversarial madel rely on some variant of the secret-sharing
paradigm introduced by Goldreich, Micali, and Wigderson [GMWR7|. At & high level, this technique requires
the parties to maintain the invariant of holding a lizear secvet sharing of the values on the wires of the cireuit,
nlong with some =art of authentication information on those shares. Linear gates in the eirenit (c.g., XOR,

Authenticated Garbling from
Simple Correlations

Saumuel Dit‘.mux_' [DI00—0013—00" 38534 v vl [shai®, Steve
[.lll [0200— 00.'3—1}’37—330“, and Rafail Qstrove k),I.S}OO'.O—')OO‘A—l 501 —1330)
" Stealth Scfiware Technologies, Inc,
2 Technion - lsrazl Institute of Technolegy
¥ TUniverdity of California, Los Angeles

Ahstract. We revisit the srohlem of constant-ronnd malicions secore
wwo party computation by considering the use of simple correlations,
aanely socrees of correlated radomumess Liel can be sevurelv generaled
with sublinear commurication complexity and good concrete afficiency.
The current state-of-the-art provocol of Ketz ¢; al, (Cryptc 2018 achieves
malicious secunity by realizing a varant of tae authenbicafed garbling
Amcticnality of Wang ez al. (CCS 2017). Given a=livious transfcr eorre-
.etions, the communication cost of this protocol [with 40 bits of statis-
sical security) is camnarahle ta ranghly 10 garhled cimcnits [GC«). This
protovol mberently requices more thon 2 rounds of interaction,
In this work, we use other kinds of simple comrelations wo realize the
cuthenticated zarbling functionality with better cficicrncy. Concretely,
we ged the Dllowing reduced ousts in the random oracle modal:

Caing variants of 2oth wector oblivious linear evalvation (VOLE)

and multiplicavion triples (MT), we roduce the cost te 1.51 GCs,

— Using only vaniants of VOLE. we reduce the cost to 2.25 GCs
Using anly variante of MT, we cbtain o non-interactive (ic. 2-
message ) protocel with cost comparable to 8 UUs.

Finally, wr show that by using rocent constructions of pscudorandom
correlation generators (Uoyle et al., CUS 2013, Crypio 2014, 2040), the
simnle earrelations ennsomed by onr protaends can be secarely realived
without forming an efficlency bottlencck

1 Introduction

Practical orotocels for low-letency securs 2-perty computation typically rely on
Garbled Circuits (GC) [23]. Such protoccls have constent round complexity, on-
line communication proportional to the mput size, total communication prepot-
tional to the circuit size. and good computational cost. We revisit the question of
concretely efficient GC-basex] protocols with mwalicious security, which has Deen
the topic ¢f a lony lime of work oviginating from [1€,15). The avthenticated ga-
bling approach of Wang et al. [20] and Kate et al. [11] gives tae stase-ol-the-art
protocols along this line. I'his approach relies on oblivious transfers for a cut-
snd-capase hased ieplementation of 2 preprocessing functionality mads up of 4
collestion of authenticared wire labels.




“Malicious GMW?”

Multiparty Computation
from Somewhat Homoamorphic Encryption

Ivan Damgard’, Valerio Pastro!, Nige! Smart?, and Sarah Zzkarias'

" Department of Computer Science, Aarhus University
? Deparcment of Computer Science, Bristol University

Abstract. We propose a general multipartv computation protocol se-
curc against an active adversary corrupting up w n — 1 of the n players.
The protacol may be used to compute securcly arithmetic circuits over
any finite feld ¥ . Dur protocol consists of a preprocessing phase that
is both independent of the function to be computed and of the inputs,
and 2 much more efficient online phase where the actual computartion
takes place. The online phase is unconditionally secure and has total
computational (and ecommumication) eomplexity linear ‘n n, the numher
of players, where earlier work was quadratic in 1. Moteover, the work
cone by each plaver is onlv a small constant factor larger thun what one
would need tc compute the circuit in the clear. We show this is optimal
for computation in large fields. In practice, for 3 players, a secure 64-bit

A Full Proof of the BGW Protocol for Perfectly-Secure

Multiparty Computation®

Gilad Asharov! Yehuda Lindell!

June 12, 2022

Abstract

In the setting of secure mltiparty computation, 2 ser of n parties with nrivate inpnts wish
to “cintly compute some functionelity of their inputs. One of the most Jundamentel results
ol recure compulalion was presected by Beo-Or, Guldwasser and Wigderson (BGW) in 1988,
They demcnstrated that any n-party functionality can be computed with perject security, in
the private channels model. When the adversary is semi-horest this holds as long as ¢ < n/2
perties are cormupterd, and when the adversary is malicious this holds as long as ¢ < n)/3 partics
ae corruptec. Unfortunately, a full proof of these resnlts was never pubhshed. In this paper,
we memedy this situation and provide a cull proot of security of the BGW protocel. I'ais

includes a full description of the protocal for the malcous setting, including the construction
o a new subprotocol for the perfect multiplication protoco! that scems necessary for the case
ofn/1<t<n/3

multiphcation can be done n (.05 ms. Our prepracessmg, 1s basec on A
somewhat homomorphic cryptosystem. We extend a scheme by Drakerski
et ul., so that we can performm distributed decryption and handle many
values in parsllal in one ciphertext. The computaticnal complexity of our
preprocessing phase is dominated by the publie-key operations, we noed
0(n®/s) operations per secure multiplication where s s a parameter that
ncreases wilh the securily parameter of Lhe cryplosysiem. Eaclier work
in this mode! needed [2(n®) operations. In practice, the preprocessing
preparcs g secure 64-bit multiplication for 3 players in about 13 ms.

1 Introduction

A central problem in Lheorelical cryplography is that ol secure mulliparly com-
putation (MPC). In this problem n parties, holding private inputs =;, .. r,,
wish to compute a given funciion f(z1,....2,). A protocol for doing this se-
curely should be such that honest players get the correct result and this result is
the only new information released. even if some subset of the players is controlled
by an adversary.

. 3s b omminriter ) - '

In thf.! C ase of dishonest majority, where m ore than half the p,la'}'m” are con:upt, "“This work was funded by the Europear Research Councal under the European Umon's Seventh [ramework
unconditionally secure prolucols cannot exist. Under computslional asswnp Lions, Pregramme (FP/2007-2013) / ERC Grant Agreement n. 239828, and by the THE ISRAZL SCIENCE FOUNDATION
it was shown in [6] hew to construct UC-secure MPC protocols that handle the {wrant Nu. 139/11). |
casc where all but one of the partics arc acti\'c]y corruptcd. The public-kc'y ma- ['Euala (June 2022): This version cowrects ervors in the proofs of Theorems 4.2 and 7.2.

. . = . . Ny . Deperient of Computer Science, Bar-llan  University, Israel. Email:  Giled Ashazov@biu.ac. i,
chinery voe needs for (Lis is Uy pically expensive so ellicien. solutions are hard o Lindel18biu.ac.il.
design for dishonest majority. Recently, however, a new approach has been pro-
posed making such protocols more practical. This approach works as follows: one

R. Safvi-Naini and R. Canetti (Fils): CRYPTO 2012, TNCS 7217, ap. G45-£62, 2002,
@ Irternational Assceiation for Crypto'ogic Ressarch 2012
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“Constant-round multiparty protocols?”

The Round Complexity of Secure Protocols
{Extended Abstract)

Donald Beaver* Silvio Micalit Phillip Rogaway!

Harvard University

Abstract

In a netwerk of n pleyers, each playver 1 having private
input x,, we show how the players can collaboratively
evaluate a function f(xy... ., z,) in a2 way that does not
compromise the privacy of the playsrs’ inputs, and yet
requires only a constant number of rounds of interac-
tion.

The underlying model of computabion is a complete
network of private channels, with breadeast, and a mna-
jority of the players must behave henestly. Our selution
assumes the existence of a one-way function.

1 Introduction

Secure function evaluation, Assume we have n par-
ties, L, ... n; each pariy 7 has a privete lnpul 2; known
only to him. The parties want to correcily evaluate a
given function f on their inputs, that is to compute
v = flz,...,2q). while meintaining the prevacy of
theic own mputs. That 15, they do not want to re-
veal nere than the value vy naplicitly reveals, Secare
function evaization consiste of distributively evalusting
a function so as to satisfy hoth the carrectness and pri-
vacy constraints, This task is made particularly difficult
by the fect that some of Lhe players may be maliciously
faully and try to cooperate in order to disrupt the cor-
rectnass and the privacy of the computation.

Secure function evaluation arises in twe main settings.
First, in fauli-tolerant computation. In this setling cor-
rectnass is the main issue; we insist that the values a
listributed system returns are carrect, no matter haw

*Aiken Camputation Laboratory. Harvard Uriversity, Cam-
lridge, MA 02138, Supported in pert by NSF gramt CCR-870.
4513,

IMIT Labcoratory for Computer Sciemce, 848 Technology
Sguure, Cambrdge, MA 02159, Supported by ARO grant DAAL
N3-§6-K-0171 and NSF grant COR 8710681,

Penmisson 1o copy without fee all or part of this mazrial is granted pro-
vidad that the copies are noe made o distrinwied for direct comenercial
advantage, the ACM cogyright nutice aoxd die title of the patlicution and
s kb appear, and nolice s given that copying is by penmission of the
Assoclation far Computiag Machinery. To copy otharwisy, or 1o republish,
requires a foe axdfor specific permission,

© 1990 ACM 089791-361-2/90/0005/0503  $1.50

MIT MIT

some components in the system fail. However, even if
one 1s solely nterested n correctness, privecy helps to
achieve it most stronzly: if one wants to maliciously in-
fluenee the outcome of an clection, say, it is helpful to
know who plans to vote for whom. Secend | secure fune-
tion compulation & cencral Lo prolocol design, as the
correctness and privacy of ary protocol can be reduced
to it. Here, as people may be behind their computers,
correctness and privacy are equally important.

The first general solution for secure function evalu-
ation was found by Yao [YaB5)] for the two-party case,
and by Goldreich, Micsli and Wigderson [GMWS7 for
the multiparty case. Many other protocels for the
multiparty case have been found cinee.  In particu-
lax, the protocols of Ben-Or, Goldwasser and Wigder-
son [BGWEB), Chaum, Crépeau and Damgard[CCDS83],
and Rabin and Ben-Cr [RB8&9), suceced in defeating the
inflience of bad players without making use of crvp-
tography, assuming that the privacy of communica-
tion among players is guarantzed. Other general pro-
tocols with different and interesting prepertics include
[GVE7. CRR7, CDGET, GHYST, Be88, BGRI, Chi9).

The GMW paradigm. In the above multiparty pro-
tocols, Lhe underlying notions of security are often quite
different, and so are the assumed communication mod-
els. Nonetheless, all of them follow the same paradigm
of [GMW&T] that we now describe.

There are three stages. In the first stage, each playex
sheres the bits of his private input, Sharing a bit &
entails breaking & into n “shares.™ b;,...,5,, and giving
share & to player i. Fer some parameter 1, 1 < n/2,
we require that no ! players get wlormation about ¥
from their pivces; and yel, ! is recoverable, and & tnown
to be recoverzble, given the cooperation of the n — ¢
good playsra—even if the t bad players try to obstruct
¥s recovery, or try to alter the recovered value. The
value & which & player has effectively “committed to”
is independent of the valuez that honest players mey
concurrently be committing to.

After the sharing stage, a computation stage follows,
in which each player, given his own shares of xy . 1,
compubes hie own share of f(z(,...,z,). To accomplish
this, the function J to be evaluated is represented by 2

Global-Scale Secure Multiparty Computation

Xiao Wang Samuel Ranellucci Jonathan Kartz
University of Marvland University of Marvland University of Maryland
wangrxiao¥ce.und.edu George Mzson University jkatz@ce.umd. edu

eamialdurs . ada

Abslract

We prapese a new, constanternnmd protocal Tor moliisparty computalion af honlean cirenils Gl s
zacure arainst sn srbitravy number of malicious cormuptions. 4t a high lswvel, we extend and generalizz
recent work of Wang ¢f ol in the two-party sciting and design on cfficient preproccssing phasc <hot
allows Lhe parties W genesale anthenteated infammation; we Uien show Dow b use Lhis ialormesbican o
digtributively construct a gingle “authenticared™ zarbled circuit that is evaluared by one party.

Our resulting protocol improve: upon the statc-of-the-ort both asymptotically and concretcly. We
validate Lhese claims via several experiments demopusteating bath the sffioency and seofulidy ol onr
protocol

e Efficiency: For Lhiveseparky computalion over a LAN, aur prolocol reguives anly 9% s Lo evaluale

ALS. This is roughly a 700 x improvernent over the best prior work, and only 2.5x slower than the

best known result in the fwe-party sctting,

In general, for n partics our protocel improves upon prior work (which was never implemensed) by

a factor of more than 20k, c g, an improvement of U orders of mognitude for 3-party computation.
e Scalability: We suceosesfully executed our protocol with a large number of parties located all over

the world, compusing [for cxample) ALES with 124 partics across 3 continents in under 4 minutes,
Our wark represenls the largestais e demanstoation of secore computalion Lo dale.

1 Introduction

Secure multi party computation [MI'C) allows a set of parties to jointly perform a distributed computation
while ensuring correetness. privacy of the parties’ mputs, and mare. MPC protocals ean be classified in
warons waya depending an the native compntarions they support and the class of adversarial hehavior
they tolerate. With regard to the fimr of these, protoenls are tvpically designed to compute cither hoolean
cirenitg or arithmetie cirmnts over a large field. Althongh these models are equivalent in termas of their
expressive pawer, arilbmetic cirenits for o many natoral compulslional lasks (e, comparisons, divisions,
bit-wise operalivos, ele.) can be much langer Lhan (be correspondiog boolean circuil for the sase Lask, as
well as wore cumibersoree Lo desizu,

With regard to security, some protocols tolerate only semi honest adversarics that are assumed to follow
the prescribad protocol bur then try to learn additional informatiom from the transeript of the execntiom. T
enntrast. the stromper malicions madeal does not make any assumptions about the behavior of the eorrapted
purtizs. Fionully, comne prolocols scre volv seeure lur soee Lhreshold of corrupled purlivs, The standard
oplions lere are securily assuming an bouesl wajority (e, as long s striclly fewer Lhon 172 ol Lhe parties
arc corrupted), or security for any number of corruptions (i.e., even it only of the parties is honest).

Lee Wi work we focus on MIPC protocols woleraling aoy wumber ol walicious corruplions, Mosl exislioe
implementations of MI’C protocols in this adversarial model relv on some variant of the sccret sharing
paradigm intreduead by Galdreich, Micali, and Wigderson GATWAT[. Ar a high level, this tachnigue requires
the parties ro maintain the invariant of holding a Tinear secrer sharing of the valnes on the wives of the cirenit,
alomz with some aart of anthentication infarmation om thrsa shaves. Tanesr gates in the cirenit (e, XOR,
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Fully Homomorphic Encryption without Bootstrapping

Zvika Brakerski Craig Gentry*
Weizmann Institute of Science IBM T.J. Watson Research Center

Vinod Vaikuntanathan'
University of Toronto

Abstract

We present a radically new epproach o fully remomarphic eneryption (FHE) that dramarically im-
proves performance and bases secunty on weaker assumptions. A centrz2l conceptual cantribution in our
work s 2 new way of constructing leveled fully hbomomorphic encryption schemes (capable of evaluating
arbitcary polvnomial-size circuits), without Geatrv's bovistrapping procedure,

Specifically, we offer a choice of FHE schemes based on the learning with error (LWE; or ring-LWE
(RLWE) problems that have 2* security against known aacks, For RLWE, we have:

* A leweled FHE scheme Ul can evaluate L-level anthmetic circuits with () A+ LY) per-gute com-
putation — i.2., computation guasi-iinear in the securitv paramater. Security is based on RLWE
for an approximation factor exponential in L. This construction does not use the bootstrapping
procedure.

» Aleveled FHE scheme that uses bootstrapping as an apfimization, where the per-gate computation
(which includes the bootstrapping procedure) is Q(A*), independent of L. Security is based on the
harcness of RLWE for quasi-polwmomial faciors (as opposed 1o the sub-exponential factors needed
in previous schemes).

We obtain similar results for LWE, but with worse performance. We introducz a number of further
opiimizations to our schemes. As an example, for circuits of large width  e.g., where a constant fraction
of levels have width ar least A — we ean reduce the per-gete computation of the hoatstrepped version to
(N, mdependent of I.. ay hatching the bontstrapming operation. Previous FHE schemes 2/l required
QLA™) computation per zate.

Al the cure of our vonstrucuon is a much more efTective approach for maneging the noise level of
Jactice-based ciphertexts as homomorphic operations are performed, wsing some new technigues recently
introduced by Brakerski and Vaikuntanathan (FOCS 2011,

"Sponsored by the Air Foree Research Laboratory (AFRL). Disclaimer: “This matena’ 1s hased on rescarch sponsorcd by DARPA
under agreement asumber FAR7S0-11-C-0096 and FAS7S0-11-2-.0225. The U.S. Government is authaorized to reproduce and dis
tribute reprints for Governmental purposes notwithstanding eny copyright notation thereon, The views and conelusions contaired
erein we those ol the wuthoes and should not be iatapreted o necessanly reprasenting the official policies or endossements, eidher
expressed ar implied, of DARPA o the 118, Government. Approvesd for Pablic Release, Distribus on 1alimited.

"This material is based on research sponsoced hy DARPA under Agreement number FART30-11-2-0225. All disclaimers as
ahove apeoly.

Function Secret Sharing: Improvements and Extensions

Elette Boyle Niv Gilboa Yuval Ishai

IDC Herzllyz, |srael
elette.bayle@idc.ac.il

ABSTRACT

Function Secret Skaring (FSS). introduced by Boyle et al.
(Eurvcrypl 2013), provides a way (o sdditively secretshacing
a function from e given funetinn family . Mora eoncretely,
an m party FSS schome splits a function f: <0,1}™ —+ G, for
same abelian yooup G, ote Tuncions fy, ..., [, cescribed
by keya By, o k. auch that f = f 4+ .0+ Jo and every
strict subsct of the seys nides f. A Distributed Point Fune
Lion (DPF) is & special case whese F iy Cie Geaily of poinl
functions, namely functions f. » that evaluate to 3 on the
input e and 1o 0 on all ovher inpuns

FES schemes are usedul For applications Lhal invol ve pri-
vately reading from or writing to distr: buted dasabases while
minimizing the amount of communication. These include
differenl (lavoes of peivate oformation reteeval (PIR) as
well as a rocent application of DPF for _arge-scale anony-
mMous ressaging,

We improve and extend previous results in several ways

e Simplifled F38 constructions. Wa introcaca s ten-
soring aperation far 14585 which is used to obtain a con-
ceptuelly simpler dexivation of previous constructions
and present our new constructions.

o Improved 2-party DFPEF, We reduce the key size of
the FRG-based DPF acheme of Eoyle et al. romghly
by a facior of 4 and op:imizz its computationsl cost.
I'ae optimized L1 signibicant!y improves the concrete
cost3 of 2-server PIR and related primitives.

e F3S for new function families. We oresen: sn ef-
ficient PHG-based 2-party 1455 scheme for the family
of decistan trees. leeking anly the topology of the tree
and ths internsl node labels We apply this towsnds
1455 for mulzi-cimensiomal intervals. We also present
a general techn:ique for extending FES schemeas by in-
creasing the number of parties.

« Verifiable I'SS. \We present efficient protocals tor wer-
ifying that keys (k{, ..,k ), onotained from a poten-
tially malicious user, are consistent with some f € F.

Pemeaon (o make &gital o haed Sopecs of all or par of this waek for parseral o
classrocm ueg is granied without fee prosided that copies sre rot mak oe dswibged
for o€ 4 orcommencid advaniage 200 ha copies beur dhis notice wnd the ol cigstion
o the first page. Copyrights for comporents of this work owed by otbers than the
suthoets) nwas ke henored. Abatraciing with cradit is pereined, To copy otherwise, o
scpudlizh, 10 post on servers 0 0 redistn> s (o [1sls, foq ares pnor spoc e pereassion
and/or a f2e. Recuest perrussicas from pernbssions@ sem.crg.

COOS'G Qeioler 24 - 28 2006, Wenma, Avsine

@ 2016 Cogrright b oy e owezueathons), Publical on ngits Gaeused w ACM.
1SBN 978-1-4503-4129-4'16"10., 51500

DOt hstp: ) fdx.dod.org, 101145 /2976742.2978423

Een Gurlon University, lsrael
gilboan@bgu.ac.il
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Technion and UCLA
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Such a vorification may be eritical for applications thar
involve prvale wriling or vating by many vsers

Kevwords: Funetion seeret sharing, private Information
relrieval, secure wulliperly compulalivn, boromorplic en-

cryption

1. INTRODUCTION

In this work we continue the study of Function Secret
Shering (FSE) a primitive that was recectly introduced by
Boyle et al. and mativeted by epplications that involve
private avces o large distributed data,

Let * be a family of fanctions j {0, 1}" < @& where & is
an abelian group. An m-party FSS scheme for F provides a
means for “additively secrot-sharing” funciicns from F. Such
a scheme is defined by & pair of elgorithus (Gen, Lval). Given
a security paramcter and a description of a function f ¢ F,
tze algorithe: Gen cutputs an m-tuple of keys (k... . kv )y
where each key k; detines the function f, [x) — Lval(i, &, x).
The correstnes: requirement iz that the funetions f; add up
to j, where add:ticn is in G: that is, forany input r € <0. 1}
we heve that flz) — fi(z) + ...+ falx). The security re-
quirement is that every etrict subset of the keve computa-
tionally hidss f. A naive FSS scherte can be obtain:d by
adcitivey aharng the entire truth-table of f. ''he mam
challonge 12 to obtain & much maore cfficient solution, ideally
polysociial or even linear in the descrotion swe of f

The s pleat nontrivial apecial case of Pk is a Disirthuled
Powmt Functior. (DPF). introduced by Gilboa and Ishal (18],
A DFF is an FES foe the lanily of polnt [ucctioons, namely
fimctioms fo, 5 {1} = & far o € {0, 1}" and 3 € G,
where she peint functlon f.. < evaluates to & on input o and
tc 0 on all cther inputs. Efliciest constructions of Z.pa:ty
NPF schemes “om any rsendaorancom generatar (PRG),
or eculvalently a one way function "OWF), were presentoed
in . TLis was extended in E] to more general [unc.
t:on farmlies, inciuding the family of wteruval funciions fla
taat evaluate to 1 on ol lnputs x in the Interval [e, 2] and
te 0 on all other puts. For m 2> 3, the Lest known PRG-
bascd DPF construction 15 only guadratically better th
tae nalve sohatlon. with koy slze =~ .V, where ¥ — 27 ‘G]n
We consicer here the case v — 2 5y defaus

On the lgh cnd, polynomial-time FSS schemes for or-
bitrary polynomial time functions are implied by indistin-
gwshability obfuscation |7 and by variants of fully homo-
morpiic eneryption [T— 14/ In the present worlk we mainly
consider PRG-based FS3 schemes. which have far better
comerete efficiency and are powertul enougn tor the appli-
cation: we doseribe next,
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Efficient Batched Oblivious PRF
with Applications to Private Set Intersection

Private Information Retrieval

BENNY CHOR

Technion, Haifa, Isracl

ODED GOLDREICH

Weizmann Institute of Science, Rehovo, Israel

EYAL KUSHILEVITZ

Technion, Haifa, Israel
AND
MADHU SUDAN

Massachusetts Institute of Technology, Cambridge, Massachusetts

Abstract. Publicly accessible databases are an indispensable resource for retrieving up-to-date
information. But they also pose o significant risk to the priviacy of the user, since @ curious dutabase
operator can follow the user’s queries and infer what the user is after. Indeed, in cases where the
users' intentions are to be kept secret, users are often cautious about accessing the database. It can be
shown that when accessing a single database, to completely guarantee the privacy of the user, the
whole database should be down-loaded; namely n bits should be communicated (where n is the
number of bits in the database).

In this work, we investigate whether by replicating the database, more efficient solutions to the
private retrieval problem can be obtained. We describe schemes that enable a user to access k
replicated copies of a database (kK = 2) and privately retrieve information stored in the database. This
means that each individual server (holding a replicated copy of the database) gets no information on
the identity of the item retrieved by the user. Our schemes use the replication to gain substantial
saving. In particular, we present a two-server scheme with communication complexity O(n'"?).

A preliminary version of this paper appeared in Proceedings of the 36th Annual IEEE Conference on
Foundations of Computer Science (Oct,). IEEE, New York, 1995, pp. 41-50,

Some of this work was done while M. Sudan was at IBM,

The work of O. Goldreich was supported by grant No, 92-00226 from the Israel-US Binational
Science Foundation (BSF), Jerusalem, Isracl.
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Abstract

Correlated oblivious transfer (COT) is a crucial building block for secure multi-party computation
(MPC) and can be generated efficiently via OT extension. Recent works based on the pseudorandom
correlation generator (PCG) paradigm presented a new way to generate random COT correlations using
only communication sublinear to the output length. However, due to their high computational complex-
ity, these protocols are only faster than the classical IKNP-style OT extension under restricted network
bandwidth.

SecureML: A System for Scalable Privacy-Preserving
Machine Learning

PAYMAN MoOHASSEL” YUPENG Ziuana!

Ahsrract

Machine learning 15 widely used 1n practice tc produce predictive models for applications
such e tnage prooessing, speech and text recogoition. These models are more accuraie wlen
trained cn large amount of data collected from cifferent sources. Howewver, the massive cata
colleolion raises priviacy COIErLE,

In. this paper, we prezent new and efficient protocels for privacy oreserving machine learning
for linesr rugression, lopscic regression aod noural pecwork Lraining wsing the slocaastic gradient
descert methed. Owr pratacols fall 0 the two-server model whee data cwners distribnte their
private deta among two non-colluding servers whe train various models on the joint data using
sernre two-party compuzation (2PC). We develop new eckniques to support secure arithmetic
operaticns on shared decimal numbers, and propose MPC-friencly alternatives te non-linear
functions sueh ag sigmeid and softmax thas are superior to prior work.

We imolement our system in C++. Our experiments validate that our pretccols are several
orders o magnitade faster than Lhe state of Cwe art implemaotations for privacy pressrving linea
and logistic regressions, and scale to millions of cata samples with thovsands of features We
aleo implement che fest privacy preserving systenn for training nearal nebwor ks,

1 Introduction

Machine learning vechnigues are widely used in practice to produce predictive models for use in
medicine, barking, recommendation services, threat analysis. and zuthentication technologies. Large
amount of data collected over time have enabled new solutions to old problems, and advances in
decp learving Lave led Lo breakthroughs o specch, image and lext reeoguibion.

Large internet companies collecd vsers” onlioe activibies Lo braie recovonender sysbems Chol
oredict their Fature lnterest. Health data Fom different hospitals, and government organization can
De used to produce new diagnostic models, while financial companies and payment networks can
combine transaction history, merchant data, and account holder information 1o train more accurate
Tand-detection engines.

While the recent Leehuological acvances enable more ellicient storage, proecesing and computation
on hiz data, combining data from different sources remaine an important chalenge. Comperitive
advantage, privacy concerns and regulations, and issues surrounding data sovereignty and jurisdiction
prevent many organizations from openly sharing their data. Privacy-preserving machine learning via

"Visa Research, Binall: peolassedyisa, con,
“Univensity of Morylond, Email: zhangypsund. céu, This work waos portially done when the ausher wos interning
al Viea Ressard,
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ABSTRACT Keywords

Truditiona] aporeaches to generic sucurs compusation begin
by represencicg the function f being computed as a cirecuit.
7 f depends an cach of 13 input bits, this implics a protocol
with vomplexity st least ingar in the input size In fact, lin-
ear running time is fnherent for non-trivial funcions since
cach party must “touch” every bit of the:r mmput lest infar-
mation abcout the other party's input be leakad., This szems
to rule out many applications of secur: computation (eg
database search) i scenarios where inputs are huge,

Adapting end extending an idea of Ostroveky and Shoup,
we presenl an approach to secare cwo-oarly computation
that yvie.ds protoccls runmng m sublinesr time, m an amar-
tized scnse, for functicns that can be computed in sublin-
eur time on a random-access machine [RAM). Maoreower,
each party is required to me:ntain state that is only (essen-
tially) lincar in its cwn input sizc, Qur approact: combincs
generic secure bwo-party computation with cdlivieus KAM
(OHAM) protocals. We present an optimized version of our
approoch using Yao's garoled-circuit protoeol and a recent
ORAM construction of Shi et al.

W describe an implemenzation of our resulting proto-
col, and evaluote its perfcrmance for obliviously scarching
a dsiabasze with over 1 million ectries. Qur implementation
ontpertorms ot-the-shell secure-computat:on protocals for
database: containing more than 2% entries.
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1. INTRODUCTION

Consider the task cof searching over
items. Using binary search, thia can he
Now consider & zecure vzrsion of thi
wishes Lo learn whether o ilbem is &
f server, with neither party learning
plying generic sacura computation [2
would Degin by cxpressing Lhe campu
arithmetic) circuit of size £ lrast ri
of complexity Q(n). Morecver, (at |
iy is dherend: (Loany secwre protoco
server muat “tonch” every entry of th
the server learns inficrmation about vk
serviog which entcies of its datalmase

"I'a18 linear lower bound seema to rol
cver performing practical sccure comp
detasets. However, trecing the soure
one may notice two opportunities far

s Many Intzresting funcrions (such
bu computed o sublinenr Gme o1
chine [RAV). Thus, & would b
cols for gancrlc secure computat
rathur Lhan cirvuits — as Cheir »

o The fact chat linvar work is infue
tation of any nor-trivial fanctiol
J is computed ence. However, it
pussibility of doiug butiur. inoun |
the parties compute the seme

Inspired by the ahova, we explore g
camputation with sublinien amontize
forms on a setting where a client anc ¢
usta & unction J, maintaining stese ai
with the server's (huge) input 0 cha
tween exccunions, aul the client’s (s
anew cach tima J is evaluated. (It
mizd the concrete application cf &
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Tri-State Circnits
A Circuit Model that Captures RAM*

David Heeth', Vladimir Kalesnikov®, and Rafail Ostrovsky®

! daheath@illinois.edu, UIUC
4 kolesnikov@gatach. adu, Geargia Tech
4 rofnil@co.ucla.edu, UCLA

Abstract. We introduce tri-stale areuils (TSCs). TSCs form & natural
madel of computation that, to cur kaowladge, has not been considered hy
theorists, The model captures & surprising combination of smplicity and
power. TSCs are simple in that they alow cnly three wire values (0, 1,
and undefined — Z) and three typos of fan-in twao gates; they are powerfal
in that their statically placed gates fire (excoute) cagesly as their inputs
become defimexd, implying orders of execution that depend un input. This
behavicr 1s sufficent Jo efficiently evauate RAM programs.

We ennstrict 2 TSC that emulates T steps of any RAM program and that
has anly O(T - log® T - loglog T) gates. Contrast this with the redaction
from RAM to Doclean circuits, waere the best approach scaas all of
memory ¢n 2ach access, ircurring quadrat.c cost,

We comnect TSCs with ervptoagraphy by using them to improve Yao's
Carbled Circuit (CC) technique. TSCs capiure the power of garbling
far better than Boolean Circuits, offering a more expressive model of
computat.on thal leaves per-gate cost esseutially unchanged.

As an important app.ication, we censtruct authenticated Garbled RAM
IGRAM), enabling constant.round mslicions y-zecure 2PC of RAM pro-
grames, Let A deanoste the security parameter. We extend authenticated
garbling to T3Cs; by simply plugging in our TSC-based RAM, we ob-
tain authenticated GRAM rurnmg at cost O(1"- log® 7 - logleg T - A),
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Lower Bound
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November 27, 2016 We also give scmi-honest gnrbling of TSC: from a onc-way funciion
IOWEY Thic cie'de OWRSuwed GRAM at cost O[T log® T log g T A),
F-based GRAM by more than facter A,
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“What is the state-of-the-art in garbled circuits?”
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Efficient Arithmetic in Garbled Circuits®
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Ahstract

Garblad Circuit (CC) tochniques veually work with Boclaan dreuite, Deepite intenen interost, efficient
enthmetic gerceralizations of CC were only knowa from hecavy assumptions, such as LWE.

We cunsbiuct asiunet.c garblal cicvils o cicular conrelasion rebest Lesles. Lhe assumption uar-
deriying the celeb ated Free XOR garhling techmigne. Let 2 dennte a compiratinna security parameter,
and eansider the integers 7. for any m > 2. Let 7 = [log, m| he the ki- length o 7, walues. We garhls
erithmetio cireuits aver Z,, where the garbling of cach gate has aze O(€- A) bits. Constrast thie with
Boolcan-circuit-besed arithmetic, requring Q€2 - ) bits via the schoolbook multiplication algorithm, ot
Q**% . )) bits via Karatsuba's algorithm.

Onr arthmetic gates sra compatihle with Bonlear operations and with Garhled RAM, allowirg tn
garble complex programs of arithmet.c values,
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“What tools exist for using MPC?”

SoK: General Purpose Compilers for Secure
Multi-Party Computation
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Abstract—Secure multi-party computation (MPC) allnws
a group of mutually distrustful parties to compute a joint
function on their Inputs without revealing any informa-
tion beyond the result of the computation. This type of
computation is extremely pewerful and has wide-ranging
applications in academia, industry, and governument. Pro-
1ocols for secure computation have existed for decades, but
only recently have general-purpose compilers for executing
MPC on arhitrary functions heen developed. These prajects
rapidly improved the state of the art, and began to make
MPC accessible Lo non-cxpert users. However, the hidd is
changing se rapidly that it is difficult even for experts to
keep track of the varied capabilities of modern frameworks.

In this work, we¢ sarvey gencral-purpose compilers
for secure multi-party computation. These tookk provide
high-level abstractions to describe arbitrary functions
and execule secure computation protocols, We consider
cleven systems: EMP-toolkit, Obliv-C, ObliYM, TinyGar-
ble, SCALE-MAMDA (formerly SPDZ), Wysteria, Share-
mind, PICCO, ABY, Frigule und CBMC-GC. We evuluate
these systems on a range of criteria, including language ex-
pressibility, capahilities of the cryptographic hack-end, and
accessibility (o deselopers. We advocate for impreved doc-
umentation of MPC frameworks, standardization within
the community, and make recommendations for future
directions in compiler development. Installing and rumning
these systems cun be challenging, and for each system,
we also provide a complcte virtual cnwironment (Docker
container) with all the necessary dependencies to run the
compiler and our example programs.

1. INTRODUCTION

Secure multi-party computaten (MPC) pravides a
mechanism hy which a group o cata-owners can com-
pute joint Functioms of their private data, where the
execution of the protocol revenls nothing more ahout
the underlyng date than what 15 revealed hy the outpus
along. MPC can be viewad as a cryptographic method
for providing the functionality of @ trusted party—who
would acezpt private inpwts, compuie a function and
return the result to the stakeholders—without the need
for murual trast,

Thanks 1o these strong securitv guarantees, MPC has
broad potential for practcal applications, runging from
general computations of secure statistical analysis [23],
[24], [26], [57], [58], [59], [607, [100], to more domain-
specific uses like Onancial oversight [2], [22], [27]. [63],
biomedical computations [38], 34], [8C], [88]. [86],

[%9], [138] end satellite callision deteetion [78), [79],
(201

Despite the demand for MPC technology, practical
adopticn has been limited, partly duc to the ¢fficiency
of the uncerly:ng protocols. Genera! purpase MPC pro
tocols, capable of securely computing any functicn, have
bean kncwn to the cryptozraphic community for 30 years
[33), [73). [131]. [132). Umil recently such protocols
were mainly of theoretical inmerest, and were considered
oo inefficient (rom the standpoint of computaton and
communication complexity) o be useful in pracuice.

To address efficiency concerns, cryprographers have
developed hichly-optimized, special-purpose MPC pro-
tocols for a variety of use-cases, Unfortunutely, this
mode of operation does not foster widespread deploy-
ment or zdoption of MPC o the rzal world, Even o[
twse custon-latlored MPC protwcols are theoretically
¢fficient enough [or practical wse, designing, analyzing
and implementing a custom-tailored protccol from the
ground up for cach application is not a scalable solution.

General-purpose MPC compilers, would drastically
reduce the burden of designing mwliple custor: proto-
cols and could allow pon-experts to quickly prototype
and deploy secore computations Using compilers, the
engincering effort devoted to making general-purpose
MPC protocols practical and secure can be amoertized
across 2ll of the uses of such a system.

Many siznificant challenges arise when designing and
hutlding an MPC compuler. In general, implementing
any typc of mult-round, distributad protoeal robustly
and ctheently 15 a major cnginecring challenge, hut
the MPC commlers heve additional requirements that
make them cspecially challenging to build corrcetly.
For cfficicncy, beth the compiler and the cryplographic
back-cnd need to be highly optimized. For usability, the
front-end compiler needs 10 be expressive, flexible, and
inwitive for non-expens, and should abstract away many
of the complexities of the underlying MPC protocol,
including circuii-level optimizadions (e.g. implementing
loeting-point operaiions as a Boolean circuil) and back-
end protoco! choice (e.g. selecting an oplimal protocol
for @ particular computation), With today's compilers,
optimizing pefonnance often stll requires 2 fair degree
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